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Abstract

We discuss exact functional integral expressions for many-body matrix
elements of the type (¥, Ale " |y, A), between particle number projected
Hartree—Fock—Bogoliubov (HFB) wavefunctions with time-reversal symmetry.
A proof of positivity is given for a class of Hamiltonians and when the HFB
wavefunctions with time-reversal symmetry are particle number projected to
an even number of particles. We show explicitly how to reduce the propagator
in the functional integral to a Hermitian positive definite propagator for particle
pairs. This result generalizes that previously obtained using Bardeen—Cooper—
Schrieffer wavefunctions.

PACS numbers: 05.30.—d, 02.70.Lq, 21.60.Ka

1. Introduction

Using the knowledge of many-body matrix elements of the type
B= N, Zle "y, N, 2) ()

where H is the many-body Hamiltonian of N and Z interacting neutrons and protons and
|vr, N, Z) is an input many-particle state having particle number N, Z, in the limit of large 8,
we can calculate ground-state properties.

Recently, a functional integral formalism, which gives expressions for the above matrix
elements, has been introduced in the context of Monte Carlo calculations, for the pairing plus
quadrupole model [1] using functional integrals containing pairing fields. This formalism
is sufficiently general to allow the calculation of a broad class of wavefunctions, namely
wavefunctions which are exponentials of linear forms in pair creation operators.

In [2] it was shown that the integrand in the functional integral obtained in the density
decomposition for the pairing plus quadrupole model is always positive for an even number of
particles, provided that the input state |1) is a Slater determinant with time-reversal symmetry.
An obvious limitation of the proof of [2] is that the best known approximation to the nuclear
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wavefunction is the Hartree—Fock—Bogoliubov (HFB) approximation, rather than the Hartree—
Fock (HF) approximation. Besides, the analysis of [2] is limited to Slater determinants, and
it cannot be used for trial wavefunctions with built-in pairing correlations, such as HFB
wavefunctions.

The purpose of this paper is precisely to remove such a limitation.

In [3], as an application of the formalism of [1], we have shown that if the input state
[v) is of the Bardeen—Cooper—Schrieffer (BCS) type, which has exact angular momentum
and parity 07, the functional integral with the same density decomposition used in [2] can be
rewritten in terms of a Hermitian positive definite evolution operator for particle pairs and, of
course, it is positive.

Here we apply the methods of [1] in order to extend the proof of [3] to the more general
case for the input wavefunction, that is, any particle number projected quasi-particle vacuum
with time-reversal symmetry. The resulting functional integral is positive definite and the
propagator is still Hermitian positive definite and it refers to particle pairs as in [3]. We also
discuss, as a particular case, Slater determinants, and again we show that the above result still
holds. We give detailed proofs of the above statements.

These proofs are a consequence of the methods introduced in [1] but, rather than simply
selecting the relevant cases out of the general formulae of [1, 3], it is just as economical
to redo the derivation done in [1, 3] in the special case of the density decomposition for
complex wavefunctions. Since nowhere in [1, 3] was the concept of quasi-particles used,
we also rephrase the standard HFB wavefunctions using only particle concepts, rather than
quasi-particles. The functional integrals we obtain for the matrix elements of equation (1)
are new. In the following sections, we recall the class of Hamiltonians, and we discuss the
functional integral, the type of wavefunction and finally we give the proof.

2. The class of Hamiltonians, the functional integral and the trial HFB wavefunctions

We consider only one particle species with Hamiltonian

. ko
H:HO—Z?QZ 2)

a

where Hy = Zi ; aiT (ho)ija; is the one-body term, and the two-body potential is written as a

sum of squares with strength k, > 0. Q, (not necessarily, or not just the quadrupole operators)
are one-body operators, i.e. in the notation of second quantization, Q, = Zm (qrc,)ma,T as. The

pairing plus quadrupole Hamiltonian can be rewritten in this form with the pairing interaction
written as —G /2 )", =0 [(aja it a;a_;)2 - N ] where N is the particle number operator and
the state 7 is the time-reversal partner of the state i. The single-particle space is separated
into two subspaces £, and i_. The states belonging to 4, have quantum numbers n/jm with
the m values differing from each other by two units. The states belonging to s_ are the
time-reversal partners of the states in /2, and these are related to the states in /., by the relation
Inljm) = (—1)7*'/2|nlj — m). The notation i > 0 means that the state i belongs to /. The
time-reversal operator changes the states in /. into the states in #_ and the states in s_ into
the opposite of the states in 4.

Unless stated otherwise, matrix indices run first over the /4., states and then over the A _
states.

On this basis, the matrices /¢ and g, have the following form,

< r* s*> 3)
—Ss r
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where each of the submatrices r, s, —s* and r* represents the matrix elements between the
single-particle states (i, j), (i, j), (i, j) and (i, j), respectively. The number of single-particle
states forming the basis is denoted by N;.

We consider Hamiltonians written in the separable form of equation (2), for which the
single-particle matrix elements are in the form (3). This class of Hamiltonians was considered
in [2], for which a proof of positivity of the functional integral was given.

The functional integral expression for e P is given by [4]
~ A Nr
e_'BH = e_ﬂGN/ZN/ l_[ l_[ daan e_g Zmz kaog, U (4)
n=1 a

where U is the second quantized imaginary time propagator

A~ A A A

U=0UxUn_1..0, (5)

t t
with
0, =e Mo-Xikowld — p—1 N, (6)

N is the normalization constant
Nt
€k, \ 7
N = ) . 7
1:[ ( = ) )

N, is the number of time intervals and ¢ = 8/N,. Equation (4) becomes exact in the limit
€ — 0. The functional integral of equations (4)—(6) differs from the functional integral used
in [1], which was written in terms of pairing fields and does not conserve the number of
particles. The technique used in [1] nonetheless also applies to this functional integral in a
straightforward way, which is discussed below.

We denote second quantized operators by capitals with a hat symbol and their
corresponding first quantized operators by small letters, for example Q, = D (qa)”a,T as.

Inserting equation (4) into equation (1), for A particles we have

N;
5= PN [ TTTT dowse 55, 4101, ). ®)

n=1 a

This equation is sometimes called the functional integral in the density decomposition [2],
since only terms such as ala; appear in equations (5) and (6). Having selected the type of
functional integral, we have to evaluate the following matrix elements:

M=, A0y, A). ©)
As input wavefunctions for an even system, we consider
¥) = V10) (10)

with

. 1 R R a
. 1o 11 12
V =exp |:2(a a) <R21 R22) (aT>:| (11)

where we have used a matrix notation, and (af, @) is a row vector composed of all creation
and all annihilation operators. The matrices R;; (i, j = 1, 2), general for the time being, must
satisfy the relations Ry, = —Ry; and R;; = —R;; (i # j = 1,2) and are of dimension Nj.
The state |) in equation (10) does not have a definite number of particles and therefore will
be particle number projected in order to be used in equation (9).
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This state is usually interpreted as the vacuum for the following quasi-particle operators

by =Va, V! i=1,...,N, (12)

since they satisfy the relation b;|y) = 0. The quasi-particle creation operators are defined as
by =Val V! i=1,....N, (13)

and coincide with the ordinary creation operators if V is unitary. More directly, in matrix
notation, the relation between the particle and quasi-particle operators is given by [5]

B

R R12> (Vll V12>
V =ex = . 15
P <R21 Ry Vor Vo (15)
The dimensionality of V is 2N,. Equations (12)—(14) represent a way of moving particle
creation and annihilation operators to the left or to the right of operators such as V. The

transformation V is now restricted, by the requirement of time-reversal symmetry, to have
submatrices of the following form,

(Vij)rs (Vlj)ls'> PR
‘/i, i = * * 1, = 17 2 (16)
! (_(VU)IE (Vlj rs /
where V;; has been explicitly written in terms of the submatrices in the (h4, hy), (hy, h_),
(h—, hy), (h—, h_) subspaces, respectively.
As discussed in [5], any operator V, as in equation (11), can be written as a product of
three special transformations

V=V.V,V, (17)

where

where V. = exp(La'Xal), Vo o exp(a’Ta) and V; = exp(}aYa), provided Va is
nonsingular, with appropriate matrices X, Y and 7. Inserting equation (17) into equation (10),
apart from a normalization constant we obtain

) = e!/2 X0y, (18)

This state is invariant under time-reversal transformation. We can always consider nonsingular
Vi, and treat the case det Vp, = 0 as a limit of vanishingly small singular values of the matrix
X.! The explicit expression of the antisymmetric matrix X in terms of the V;; is

X = ViV, (19)

Mathematically, the fact that equation (19) gives an antisymmetric matrix X follows from the

relation
0 1\~ /0 1
(07 (© v )

valid for any matrix V of the type given in equation (15) for antisymmetric Rj» and R»; and
with Ry} = —Rzg.

Since all matrices R;; in equation (15) have the structure of class (3) and since the product
and the inverse of a matrix of class (3) belong to the same class, it follows that the matrix X

! The singular values s; > 0 of a matrix M are defined by the relation M = USU’ where U and U’ are unitary
matrices and S is a diagonal matrix with non-negative entries s;. The matrices U and U’ diagonalize MM and MM
respectively with eigenvalues siz.
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also belongs to class (3). According to a theorem of [6, 7], any arbitrary antisymmetric matrix
X, of even dimensionality, can be written in the canonical form

~(s O 0 1
X:d(o S)(_l 0>d @1

where d is unitary and s is diagonal (with dimensionality N;/2) with non-negative diagonal
entries s;. The numbers s;, s; are the singular values of the matrix X and are pairwise
degenerate. It easy to see that the unitary matrix d belongs to class (3). This is because d
diagonalizes the Hermitian matrix XX which belongs to class (3) and which is known to be
diagonalizable by a matrix of this class.

In order to see that the most general time-reversal HFB state is given by equation (18) for
a generic matrix X, we have to show that this wavefunction can display a ‘blocked structure’
and a pairing structure [8]. To see this, we insert equation (21) into equation (18), then

Isicl
|¥) = eXe0 e |0) (22)

where i and i (i > 0) refer to a pair of degenerate singular values. The new particle creation
operators c' in equation (22) are given, in matrix notation, by

¢l =dd'. (23)
Therefore, expanding the exponential in equation (22)
ly) = l_[ (1 +sicfcli)|0). 24
i>0

If some of the singular values s become very large, with s, denoting these large singular values,
apart from a normalization constant we have

|[y) = (l—[ c};c}:) 1_[ (1 + sicjc;)|0) (25)

b>0
which displays the blocked structure of the wavefunction. These consideration imply that
any time-reversal HF or more general HFB state can be recast in the appealing form given
by equation (18) without referring to quasi-particles. The form of equation (18) is the
most economical way of writing the wavefunction of equation (10), since the redundancy in
equation (10) is reduced to an overall scale factor? of the matrix X. If one considers unitary
operators V, |) is still given by equation (18) with arbitrary X, that is, the constraint of
unitarity for the matrix V does not imply any constraint for X. This can be seen by evaluating
the matrix X, with equation (18), when the matrix V is unitary. In fact, the Bloch—Messiah
decomposition for an arbitrary unitary matrix V of the type given in equation (15) (see [7, 8])

gives
V= d 0 a v\ (cd O
N0 d*)\v a)\0o *)°

Here ¢’ and d’ are arbitrary unitary matrices; the matrix i is diagonal with diagonal matrix

elements uy, uy, un, us, ..., 1, 1,...; and the matrix ¥ is block diagonal of the form
0 v
—UV 0
0 1%)
U= —U 0
0

2 We are only interested in the component of |1/) that has A particles: (afXa')4/2|0). Therefore the overall
normalization of the wavefunction is the scale of the matrix X.
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with uiz + vi2 = 1. Here the basis is ordered as 1, 1,2, 2, ... ratherthan 1,2,...,1,2,....In
the matrix & we have replaced entries with O with vanishing small #; and in the matrix v we

0 Vi1-— u%
—V1- ui 0 ‘
A zero diagonal matrix element in # would generate an occupied (‘blocked’) single-particle
state in the quasi-particle vacuum. But we can do just the same by considering vanishingly
small positive uy, since the limiting form of the quasi-particle vacuum is the same. There are an
even number of these occupied single-particle states in the quasi-particle vacuum since we
are considering an even nucleus. Using the Bloch—Messiah form for V and equation (19), we
obtain equation (21), apart from renaming the rows and columns and provided we identify the
singular values of X with v /uy, without any condition on the matrix X.

Equation (18) is reminiscent of the Thouless theorem (see [8]), although the wavefunction
that we have obtained is written in terms of particle operators and of the particle vacuum, rather
than in terms of quasi-particle operators and the corresponding vacuum as in the Thouless
theorem. Therefore, in the following, the concept of quasi-particles is no longer used.

To summarize, a HFB wavefunction can be defined quite generally as equation (18) with
an unrestricted antisymmetric matrix X, for unitary or non-unitary transformations V.

To evaluate the matrix elements of equation (9) let us first introduce the operator

et -renlfwols %)(2)]

where z = e is the fugacity and N is the particle number operator. Then we evaluate the
fugacity-dependent matrix elements

M'(z) = (0|VIPUV|0) 27)

and finally isolate the coefficient of z# in equation (27). Note that the operator P in
equation (26) has been written in the form of equation (11). The evaluation of equation (27)
and the construction of Hermitian positive definite propagators for particle pairs is done in
next section.

have replaced the unit diagonal matrix elements with the matrices

3. Evaluation of M and construction of the pair propagator

We use the fundamental property of operators such as V in equation (11). In other words,
to any operator V, of the type of equation (11), there is a corresponding matrix V given by
equation (15) and this correspondence preserves the multiplication; i.e. if V3 = V, V1, then
V3 = V, V). Let us then rewrite the propagator U, in the form of equation (11) as

U, =W,c, (28)
with
A 1 —eh 0 a
= —(af "o 2
W, = exp [Z(a ,a)< 0 ehn) <a1)} (29)
and
cp = e~ 3T hy, = ho — Zkaa[mqa. (30)

Therefore, the matrix corresponding to W, is

Waii 0
= 1
W, ( 0 Wn22) (31
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with

Wi = e €lho—=22, kaOangal (32)
and

W, = €m0 kaOundal (33)
Thus, the evolution operator in equation (4) is

U=cW c:l_[cn W:HW,, (34)

n

and the matrix corresponding to W is

W= (W“ 0 ) = (H" W 0 ) (35)

0 Wy 0 [T, W
In the above equations, the products are time-ordered; moreover we have
Wy = Wil (36)

Finally, we use the result obtained in [5] concerning the vacuum expectation values of any
operator of the type of equation (11)

(01V]0) = [det(V2)]"/? (37)

where V,, is the (2, 2) submatrix of the matrix V corresponding to V. Equation (27) then
becomes

* l a 1 1
M (2) = 2V (0] e V24X a exp | ~(al, a) (* 0 Y [ W el xal ). (38)
2 0 —o aT

The matrix W', which corresponds to the product of the operator in equation (38), is the
product of the matrices which correspond to each factor. Therefore

W/_ 1 0 Z 0 W]1 0 1 X
=(e V6 0 w6 )

(39)
B zWi IWnX
T\ XWh Wy — XWX )
Hence, equation (37) gives
172
/ N,/2 1 *
M'(z2) = cz™ det|{ —Wyp —zX*W X . (40)
Z
We can factor out the term %Wzg in the determinant of equation (40) and obtain
M'(2) = cdet[Wy]"2 [det (1 — 22 Wy X* Wy, X)] 2. (41)

Finally, using the relation det W, = [, det(W,)2 = exple ), Tr(h,)] = ¢~2, with ¢ defined
by equations (34) and (30), and using equation (36), we have

M'(z) = [det(1 — 2*W 11 X* Wy X)]'2. (42)

‘We now use the canonical representation of the matrix X of equation (21), and we use the fact
that, for matrices of class (3), the following identity holds

r N 0 1 0 1 r s\
<—s* r*) <—1 O)Z(—l O) <—s* r*) ' 43)
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. . . . 0 1
That is, we can move to the left or to the right of any matrix of class (3), the matrix (_1 O)’

by taking the complex conjugate. Equation (42) then becomes

M (z) = [det(1 + 22YT))]/2 (44)

(8 Bema(F )

In obtaining equation (45) we have used the matrix identity det(A B) = det(BA). The matrix
VY'Y is Hermitian and positive definite and its eigenvalues, which we denote as yl2 > y22 > ...
are the square of the singular values of the matrix ). Since M’(z) must be a polynomial in
72, these eigenvalues must form degenerate pairs. Selecting one eigenvalue for each pair, we
evaluate the square root of the determinant in equation (44) as

M@ =[] [1+27] (46)

where the prime in the product means that only one eigenvalue appears for each degenerate
pair. In equation (46) there is no additional sign associated with the square roots of the various
determinants in equation (41). This is because (see [3]), since M’(z) must be a polynomial in
z, it is a continuous function of z. Therefore, any additional sign associated with the square
roots in equation (41) is independent of z. For z = 0 we have only vacuum matrix elements in
equation (9), and therefore M = 1; this is the same in equation (46). Therefore, the various
roots in equation (41) do not introduce additional signs.

The coefficient of z# in the product gives the desired value of M and it is obviously
positive. At very low temperature, the dominant term is obtained by considering only the first
A /2 eigenvalues and we obtain

M =31y yap (47)

These results generalize those obtained in [3], which correspond to the choice d = 1 in
equation (21). The matrix Y'Y is the propagator for particle pairs, while the propagator for
particles is ). Its spectrum depends on the choice of the matrix X. Equation (46) is formally
analogous to the fermionic partition function in the grand canonical ensemble of a gas of
particles with energies —2(In y;)/8, and each of these fermions is a particle pair. Although
we always select HFB wavefunctions, the results are obviously valid even if no variational
requirements are imposed in the choice of X.
If we consider the following choice for the singular values of X

where

si=S=--=S540>1 Sappel =Sape2 = =sn2=0 (48)

|vr) becomes a Slater determinant for A particles (see equation (25)). Equation (46) (more
precisely the coefficient of z4 in the expansion of the product) gives the matrix elements in
equation (9) when the wavefunction is a Slater determinant. The choice of the matrix d in
equation (21) then selects the particular Slater determinant, e.g. the self-consistent HF Slater
determinant.

In the HFB approximation, both the singular values of X and the unitary matrix d
are determined variationally, while only the latter is determined in the HF approximation.
It is worth comparing the result for the matrix elements M, just obtained, with the proof
of positivity given in [2]. The main differences are the following. First of all, only Slater
determinants were considered in [2] and the matrix elements were expressed as a positive
determinant of a matrix of class (3); in such a case the eigenvalues of such a matrix appear
in complex conjugate pairs. In our case instead, we obtain a Hermitian positive definite
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matrix, which in some sense is the square of a propagator, and each eigenvalue represents the
contribution of a pair to the matrix elements of equation (9). The eigenvalues that are relevant
here are the eigenvalues of the pair propagator (see equation (46)), and these are the square
of the singular values of the particle propagator. Moreover, our analysis is valid for any HFB
wavefunction which is time-reversal invariant, with or without particle number projection.
It should be noted that, usually, in functional integrals the propagators which appear in the
integrand are of rather general type and they certainly do not have a Hermitian character; the
formulations we have constructed instead have precisely such a feature. It should also be
noted that this analysis reveals the physical meaning of the singular value decomposition of
the propagators used in [2] for numerical stability in Monte Carlo calculations.
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